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Absiract

This paper explores differences between Connectionist y»»oposals for cognitive
architecture and the sorts of models that have traditionally bcen assumed in
cognitive science. We claim that the major distinction is that, while both Con-
nectionist and Classical architectures postulate representational mental states,
the latier but not the former are committed to a symbol-level of representation,
or t0 a ‘language of thought': i.e., to representational states that have combina-
torial syntactic and semantic structure. Several arguments for combinatorial
structure in mental representations ure then reviewed. These include arguments
based on :he ‘systematicity’ of mental representation: i.e., on the fact that
cognitive capacities elways exhibit certain symmetries, so that the ability to
enieriain a given thought implies the ability to entertain thoughts with semanti-
cally related contents. We claim that such arguments make a powerful case that
mind/brain architecture is not Connectionist at the cognitive level. We then
consider the possibility that Connectionism may provide an account of the
neural {(or ‘abstract neuroiogical’) siructures in which Classical cognitive archi-
tecture is implemented. We survey a number of the standard arguments that
have been offered in favor of Connectionism, and conclude that they are cohe-
rent only on this interpretation.
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1. Intraduction

Connectionist or PDP models are catching on. There are conferences and
new books nearly every day, and the popuiar science press hails this new
wave of theorizing as a breakthrough in understanding the mind (a typical
example is the article in the May issue of Science 86, called “How we think:
A new theory™). There are also, inevitably, descriptions of the emergence of
Connectionism as a Kuhnian “paradigm shift”. (See Schneider, 1987, for an
example of this and for further evidence of the tendency to view Connec-
tionism as the “new wave” of Cognitive Science.)

The fan club includes the most uniikely collection of people. Connectio-
nism gives solace both to philosophers who think that relying on the pseudo-
scientific intentional or semantic notions of folk psychology (like goals and
beliefs) mislead psychologists into taking the computational approach (e.g.,
P.M. Churchland, 1981; P.S. Churchland, 1986; Dennett, 1986); and tc those
with nearly the opposit 2 perspective, who think that computational psycholo-
gy is bankrupt because it doesn’t address issues of intentionality or meaning
(e.g., Dreyfus & Dreyius. in press). On the computer science side, Connec-
tionism appeals to theorists who think that serial machines are too weak and
must be replaced by radically new parallel machines (Fahlman & Hinton,
1986), while on the biological side it appeals to those who believe that cogni-
tion can only be understood if we study it as neuroscience (e.g., Arbib, 1975;
Sejnowski, 1981). It is also attractive to psychologists who think that much
of the mind (including the part involved in using imagery) is not discrete
(e.g., Kosslyn & Hatfield, 1984), or who think that cognitive science has not
paid enough attention to stochastic mechanisms or to “holistic” mechanisms
(e.g., Lakoff, 1986), and so on and on. It also appeals to many young cogni-
tive scientists who view the approach as not only anti-establishment (and
therefore desirable) but also rigorous and mathematicai (see, however, foot-
note 2). Almost everyone who is discontent with contemporary cognitive
psychoiogy and current “information processing” models of the mind has
rushed to embrace “the Connectionist alternative™.

When taker: as a way of modeling cognitive architecture, Connectionism
really does represent an approach that is quite different from that of the
Classical cognitive science that it seeks to replace. Classical models of the
mind were derived from the structure of Turing and Von Neumann machines.
They are not, of course, committed to the details of these machines as
exemplified in Turing’s original formulation or in typical commercial comput-
ers; only to the basic idea that the kind of computing that is relevant to
understanding cognition involves operations on symbols (see Fodor 1976,
1987; Newell, 1980, 1982; Pylyshyn, 1980, 1984a, b). In contrast, Connec-



Systematic compositionality
The algebraic capacity to understand and produce novel
combinations from known components



Systematic compositionality
The algebraic capacity to understand and produce novel
combinations from known components

One-shot learning: Can you then:

“This is how you dax” “Dax twice?"

"Dax while jumping?”

“Dax wildly around the room?”




Reevaluating F&P’s arguments in the age of deep
learning

Recent benchmarks for compositional generalization
SCAN (Lake & Baroni, 2018)
CLOSURE (Bahdanau et al., 2019)
DBCA (Keyers et al., 2019)
Comparisons (Dasgupta et al., 2019)
COGS (Kim & Linzen, 2020)
gSCAN (Ruis et al., 2020)
PCFG SET (Hupkes et al., 2020)
NMT Challenge (Dankers et al., 2022)

What do we find?

Somewhat surprisingly, neural networks still struggle on tests of
systematicity



Goals of this work

1. Behavioral studies to compare humans and machines
side-by-side on the same tests of systematicity

2. An approach to building neural networks that can
achieve human-like systematic generalization, through an
optimization procedure that encourages systematicity



A test of systematicity for humans and machines

Instructions Responses
(pseudowords) (abstract outputs)
Support dax @ ug @
ZUp wif @

lug blicket wif @ ® @
wif blicketdax © @ ©

Query dax blicket zup ?



A test of systematicity for humans and machines

Support dax @ ug @
ZUp wif @

lug blicket wif @ ® @
wif blicketdax © @ ©

Query dax blicketzup? @ © @



A test of systematicity for humans and machines

Support (training)
Primitives
dax @ wif @

lug @ Zup

Function 1

lugfep @ @ @
daxfep @ ® @

Function 2

lug blicket wif @ ® @

wif blicketdax ® @ @

Queries (test)

Apply a function to novel input
Function 3 variables

lug kiki wif @ @ zup fep

o zup blicket lug ®
dax kikilug @ @

dax blicketzup @ @ @

Function compositions zup kiki dax @

lug fep kiki wif 0000 wif kiki zup °

wif kiki dax blicketlug @ @ ® ® _ _
Compose functions together in

o new ways

lug kiki wif fep o000
zup fep kiki lug o

wif blicket dax kikilug @ ® ® @
wif kiki zup fep o
lug kiki wif blicket zup X X X )

zup blicket wif kikidaxfep @ @ ® ® @

zup blicket zup kiki zup fep



Behavioral experiment 1: Design

* |nstructions: “learn a set of commands and

 Four primitive instructions: their corresponding outputs”
" dax-> @ » Outputs produced by dragging symbols from
"lug> o a pool of options
* wif 2 : :
* Curriculum learning o0 0
* zup >

* Support set remained visible during query

» Modifier (“fep”-thrice): phase

* daxfep> ©® @ @ * Participants recruited on AMT
*lugfep > @ ® @

» Conjunctions (“blicket”-surround, “kiki’-after):
* wif blicketdax=> ® @
* lug blicket wif > ® ® @
* dax kikilug > ® @

» Simplifications:
* No scope ambiguity (“lug kiki [wif fep]” = o)



Support

Primitives

dax @ wif @
lug @ zup

Function 1

lugfep @ @ @
daxfep @ @ @

Function 2

lug blicket wif @ ® @

wif blicketdax ®@ @ ®

Experiment 1: Results

Queries Applying a function to

Function 3

lug kiki wif ® @

dax kikilug @ @

Function compositions

lug fep kiki wif o000

wif kiki dax blicketlug @ @ @ @

lug kiki wif fep 0000

wif blicket dax kikilug @ ® @ ®

novel input variables
(84.3% correct; n=25)

zup fep

zup blicket lug o
dax blicketzup @ @ @
zup kiki dax o

wif kiki zup o

Composing functions
together in new ways
(76.0% correct; n=20)

zup fep kiki lug ®
wif kiki zup fep ®
lug kiki wif blicket zup o000

zup blicket wif kikidaxfep @ @ ®@ ® @

zup blicket zup kiki zup fep



Experiment 1: Results

Support dax @ ug @
ZUp wif @

lug blicket wif @ ® @
wif blicketdax © @ @

Correct answer

Query

dax blicket zup? El 85% participants

Representative
mistake

dax blicket zup ? Y “1-to-1” bias?



Experiment 1: Results

dax @ wif @ lugfep @ ©® @
Support
lug @ Zup daxfep @ @ @
lug kiki wif @ @ lug fep kiki wif 0000
dax kikilug @ @ wif kiki dax blicketlug @ @ ® @
lug blicket wif @ ® @ lug kiki wif fep o060
wif blicket dax ® @ ® wif blicket dax kikilug @ ® @ @
Query
Correct answer
wif kiki zup fep ? ® 85% participants
Representative
mistake “iconic
wif kiki zup fep ? ® concatenation”

bias?



Candidate inductive biases

1-to-1: iconic concatenation

each input symbol corresponds (IC): first in first out
to exactly one output symbol

Training dax @

dax > O
Zup

—> —
9
Zup’ <‘e&‘ Test daxzup @




Experiment 2: Examining inductive biases - perform a
seg2seq task with NO training examples!

pool ( 6 items)

“wp? . zwpzwp?

dax zup? zup tufa?
zup wif zup? zup wif blicket?

blicket wif zup?



Experiment 2: Results

Representative response on open-ended task
(59% responded this way, shows 3 inductive biases:
1-to-1; Iconic Concatenation (IC); Mutual Exclusivity (ME))

O o0
fep? fep fep?
0 O
zup fep? fep wif?
o000 00
fep dax fep? fep dax kiki?
00

kiki dax fep?



Experiment 2: Results

Alternative response 1
(follows IC, ME)

o0 0000
gazzer? gazzer gazzer?
00 00
wif gazzer? gazzer lug?
000 0000

gazzer zup dax?

gazzer zup gazzer?

dax zup gazzer?

Alternative response 2

dax?

fep dax?
O

dax gazzer dax?

dax gazzer kiki?

dax dax?

dax wif?
90 0

kiki gazzer dax?



Goals of this work

2. An approach to building neural networks that can achieve
human-like systematic generalization, through an optimization
procedure that encourages systematicity



Goals for a computational framework

We would like neural network models that can do

- Few-shot induction of primitives and functions, and compose
them flexibly and algebraically

* Prefer hypotheses that capture certain input/output regularities
in meaning (1-to-1, IC, and ME)

- Model adult compositional skills (in this case, through meta-
learning)
» Importantly, we do not intend to model the process by which

people acquire these skills



Behaviorally-Informed Meta-Learning (BIML)

- Specify desired behavior
with high-level guidance
and/or direct human
examples

+ Guides a neural network
to parameter values
that, when faced with a
novel task, produce
human-like
generalizations and
overcome challenges of
systematicity

B hidden
embedding Nx ¢

O input

Support inputs/outputs

Primitives Function 3
dax @ wif @ lug kiki wif ® @
lug @ zZup dax kikilug @ @

Function 1 . .
Function compositions

lug fe
gfep 00O lug fep kiki wif XXX

dax fe
Peee wif kiki dax blicket lug ® @ @ ®

Function 2 S
lug kiki wif fep o000

lug blicket wif @ ® @
wif blicket dax kikilug @ ® ® @

wif blicketdax ® @ @

Legend r BBl
A

PPN

embedding

—» self- \

connections

attention dax blicket zup | dax — ®| zup —

| wif > ® | ... | wif blicket dax @ ® ® |



Behaviorally-Informed Meta-Learning (BIML)

Optimization over a series of dynamically changing seg2seq tasks (episodes) that encourage

systematic generalization (Lake, 2019, NeurlPS).

- Each episode samples a latent grammar, with 4 primitive and 3 compositional functions
 Queries paired with both grammar-based (algebraic) and biased-based outputs

Episode 1
Support

tufa fep blicket kiki wiftufa @ ® @ @
Kiki kiki fep XX
fep blicket Kiki C ¥

tufa ®

zup zup lug tufa wif fep 000000

fep blicket tufa o0

tufa wif zup o0

tufa blicket tufa o0
Query

fep wif tufa dDlicket tufa L X X

zup tuta wit Kiki vt fep e0ee

ki<i blicket fap ( N EEN

Episode 2

Support

fep tufa fep wif dax
fep

Kiki wif dax

fep wif gazzer blicket

dax kiki wif kiki blicket

Query

Kiki wif gazzer @
Kiki gazzer fep @
fep tufa gazzer ®

Latent Grammar 1
zup > @
fep — @
kiki & ®
tufa - @

x1 blicket u1 —[u1] [x1]
X1 lug x2 — [x2] [x1] [x1]
x1 wif u1l — [ul] [x1]
ul x1 — [ul] [x1]

Latent Grammar 2
gazzer —

fep — @

kiki > ®

dax —

ul wif u2 — [ul] [u2]
x1 tufa x2 — [x1] [x2] [x1]

x1 blicket — [x1] [x1]
ul x1 — [ul] [x1]




Comparing people and BIML on few-shot
instruction learning

- After optimization, BIML’s most likely outputs S e u
are perfectly systematic (100% consistent w | %
with grammar) <l

- When sampling over possible outputs, BIML e ———
accuracy (83%) is closer to human o W WM/
performance l DDDODDDD0DOD0ODDDDDOODOooOO O

dax blicket zup | dax = @®| zup = @ | wif - ® | ... | wif blicket dax - ® ® ® | |

* For predicting human responses (algebraic
and bias-based)...

Log-likelihood
(larger is better)
Baseline -1926.5
Symbolic (algebraic only) -538.1
Symbolic (tuned) -357.9
BIML (algebraic only) -455.7

BIML -356.0




Comparing people and BIML on few-shot
instruction learning

Support inputs/outputs

Primitives Function 3
dax @ wif @ lug kiki wif ® @
lug @ Zup dax kikilug @ @
Function 1 : iti
Function compositions
lug fe
gfer 00 @ lug fep kiki wif XXX
dax fe
Pe®e® wif kiki dax blicket lug ® @ ® ®
Function 2

lug kiki wif fep o000

lug blicket wif @ ® @
wif blicket dax kikilug @ ® @ @

wif blicketdax ©® @ @

Query

Human responses

dax blicket zup

e0e ) een (1)t

(1)1-1:0-1 000 (—])

BIML responses

dax blicket zup
®0® (83.3%)" [

42wt 9 @

(5.0%)

(3.3%)

1-to-1



Comparing people and BIML on few-shot
instruction learning

Support inputs/outputs Query
Human responses
Primitives Function 3
dax @ wif @ lug kiki wif ©® @ ZUp Kiki dax
® (19) * ® (2IC
lug @ Zup dax kikilug @ @
| 00 ( 1-to-1
Function 1 Function compositions 2
lugfer @@ lug fep kiki wif 'YX X BIML responses
daxfep @ @ @ wif kiki dax blicketlug ® @ ® ®
Function 2 UG Kiki vif f 0000 2Up Kiki dax
ug kiki wif fep * IC
O (78.2%) ® (7.3%)
lug blicket wif @ ® @
R wif blicket dax kikilug @ ® ® @ 1-to-1 1-to-1
wif blicket dax ® @ ® ®® (45%) ®8® (4.5%)




Comparing people and BIML on few-shot
instruction learning

Support inputs/outputs Query
Human responses

Primitives Function 3

dax @ wif @ ug kiki it ® @ zup blicket wif kiki dax fep

ug @ zup dax kiki lug @ @ 000 (14)* 000 (1)
Function 1 Function compositions ® ® (1) @00 (1)

ugfer @ @ @ lug fep kiki wif XXX

f BIML responses

daxtep © @ @ wif kiki dax blicket lug ® @ ® ®
Function 2 I veoe zup blicket wif kiki dax fep

lug blicket wif @ ® @ 00 * (76.0%) 00 (9.0%)

wif blicket dax kikilug @ ® @ @
wif blicket dax ® @ @ 000 20%) eoeoe®e® (1.0%)




Comparing people and BIML on open-ended
instruction task

Optimization over a series of dynamically changing seg2seq tasks (episodes).
- Episodes are based on augmented versions of human responses from Experiment 2
- Final model is evaluated on open-ended test task

Episode 1 Episode 2 Open-ended test
Support Support
wit o kiki tufa o0 X ®
wif wif o0 tufa ® -
Zup zup? zup?
tufa wif o0
00
Query Query
zup wif zup? zup tufa?
wifdaxzup @ ©® @ gazzerdaxtufa ® ® @
wif fep (X tufa dax gazzer ® ® ®
tufa tufa o0 zup wif zup? zup wif blicket?

zupdaxwif @0 @

wif dax wif ® ® ® tufa blicket O



Comparing people and BIML on open-ended
instruction task

- After optimization, 65% of BIML samples recreate the modal human
response pattern (59% of people)

 For predicting human open-ended responses...

Log-likelihood

(larger is better)
Baseline -173.2
Symbolic (tuned) -92.6
BIML (algebraic only) -150.1
BIML -64.2




Comparing people and BIML on open-ended
instruction task

Human responses
1-to-1, IC, ME
fep
fep fep
zup fep o
fep wif
fep dax fep @ @
kikidaxfep @ @

fep dax kiki ( N J

dax

dax dax

fep dax

dax wif X

dax gazzer dax ®

kikigazzerdax @ @ @

dax gazzer kiki 000

BIML responses

1-to-1, IC, ME

dax o

dax dax o0
tufa dax ®
dax lug o0

blicket gazzer dax o0

daxgazzerdax @ @ @

dax gazzer blicket @ @

IC
tufa o0
tufa tufa 0000
tufa zup 000
lug tufa [ N

tufa dax gazzer @ ©® @ @

tufa dax tufa 000000

gazzerdaxtufa © 0 ©® ® @



Limitations and open questions

We would like neural network models that can do

v + Few-shot induction of primitives and functions, and compose
them flexibly and algebraically

v - Prefer hypotheses that capture certain input/output regularities
in meaning (1-to-1, IC, and ME)

v/ * Model adult compositional skills (in this case, through meta-
learning)

Limitations and open questions
* How can a model learn entirely new primitives, rather than
simply new primitive mappings?
- How do these abilities develop? How do people come to this
rich starting point?



Conclusions

1. Despite remarkable progress in deep learning, F&P’s (1988) article
iIs still being debated today

2. Here, we used behavioral studies to compare humans and machines
side-by-side on the same tests of systematicity
- Most common response is algebraic
- People also rely on inductive biases that are good heuristics but
can also lead people astray (1-to-1, IC, ME)

3. BIML shows how neural nets can achieve human-like systematic
generalization, through an optimization procedure that encourages
systematicity.

4. Hopefully informs engineering efforts to build more capable and
more human-like Al systems



